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Abstract

In this paper applying the expected information value for determining the degree of dissimilarity
of structures was proposed. The methodology proposed represents one of numerous attempts at
employing the measures defined on the grounds of the information theory for investigating
socio-economic phenomena. The expected value of information on transformation of the observed
structure into another structure compared with it may be treated as the starting point in the central
agglomeration procedure. The paper presents the hierarchic classification by means of full linking of
counties in Warminsko-Mazurskie voivodship according to the similarity of the structure of economic
entities according to the PKD (Polish Classification of Business Activities) sections so that the
possibility of employing the expected information value in the classification procedures was pres-
ented.
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Abstrakt

W artykule zaproponowano wykorzystanie warto§ci oczekiwanej informacji do okreglania stop-
nia niepodobiehstwa struktur. Zaproponowana metoda jest jedng z wielu préb wykorzystania miar
zdefiniowanych na gruncie teorii informacji do badania zjawisk spoteczno-ekonomicznych. Wartosé
oczekiwana informacji o transformacji obserwowanej struktury w inna, poréwnywang z nig struk-
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turg, mozna potraktowac jako punkt wyjScia w centralnej procedurze aglomeracyjnej. Przeprowa-
dzono Kklasyfikacje hierarchiczng metodg pelnego wigzania powiatéw wojewddztwa warminsko-
-mazurskiego za wzgledu na podobienstwo struktur podmiotéw gospodarczych wg sekcji PKD,
a zatem wskazano na mozliwo$é wykorzystania wartoSci oczekiwanej informacji w procedurach
klasyfikacyjnych.

Introduction

The increase in complexity of socio-economic phenomena contributes con-
tinually to the development of statistical methods used for investigating those
phenomena. Classification procedures represent a rich group of tools used in
socio-economic studies. In the methodology of sciences it is assumed that
classification is the first objective among the fundamental objectives of
a science being at the same time a tool and goal of cognition. The issues of
classification have long been the subject of interest in numerous scientific
disciplines and in modern science the development of classification methods
was initially associated with biology. During the early 20" C., in natural
sciences digital classification methods have been employed, which gave the
beginning to the development of taxonomic methods. With the passage of years
further classification procedures have been and still are developed that found
applications in various disciplines of the knowledge. Polish scientists, starting
with the outstanding anthropologist, demographer and statistician dJan
Czekanowski, through the creators of the original taxonomic method (dendrite
method) with Florek and Steinhaus as the leaders up to the works by Hellwig
from the turn of the nineteen sixties and seventies, contributed significantly to
the development of taxonomic methods. As concerns the new proposals, the
taxonomy of structures proposed by Sokolowski (CHOMATOWSKI, SOKOLOWSKI
1978), or the proposal for imparting of dynamism of the taxonomical methods
presented by Grabinski (GRABINSKI 1984) should be mentioned. The consecu-
tive years have brought a number of works concerning applications of tax-
onomical methods in socio-economic research. They included the proposals for
applying the measures defined on the grounds of the information theory in the
taxonomical procedures (WEDROWSKA, ZAPOTOCZNA 2004, ROESKE-SEOMKA
2008, CHEN, WANG 2008).

In this paper the methodology of objects classification on the base of the
expected information value on structures characterizing the objects classified.
The goal of the study was to show that the expected information value is the
measure of dissimilarity of structures as a consequence of which it can be
employed in taxonomical algorithms. The proposed methodology represents
one of many attempts at implementation of methods and models defined on the
grounds of the information theory in studies on socio-economic phenomena.
The measures of the information theory found application, among others, in
dynamic modeling or in the multidimensional data analysis.
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Structure information expected value

In case of socio-economic issues the degree of similarity or dissimilarity of
structures characterizing objects frequently is the subject of studies. In this
paper, according to (Taksonomia... 1998). A structure will be interpreted as an
object described by o vector of structure (or share) indicators. Determination of
the S™ vector is justified only when the characteristic X that is the subject of
study satisfies the property of additivity that is when the sum of values of the
individual variants of that characteristic make economic sense.

The indicators of structure or indicators of share that are respectively the
component of the structure S™ satisfy the following conditions:

(1) Normalizability: 0 < < 1 (i= 1,...,n),

(2) Unit-sum condition:‘_z‘%ai =1G = 1,..n).

Investigation of changes and similarity between structures may be of
statistical or dynamic character and as a consequence the analysis may cover
the similarity of structures in an ndimensional space or testing the variability
of structures over time.

We will consider the object of classification that is a countable, consisting of
m-elements, set O of objects O, characterized by n-dimensional structures S7.
The criteria for division of the set of objects will be based on the function
assigning to every pair of objects O;, O; € O the measure of mutual dissimilar-
ity of structures S;, S; characterizing those objects. The criteria of classification
are the functional defined on the set of all possible subsets Gu,..., G, (where
p <m) of the set O and defining the homogeneity of the individual subsets that
are the effect of grouping and the degree of heterogeneity between the
identified groups. The subsets Gy,..., G, that result from the division should
satisfy the conditions of:

(1) separability (G; n G; = T; i #j; i, j= 1,....p),
p
(2) completeness ulGi = 0.

Choice of the appropriate measure of the distance (or similarity) between
the classified structures is the starting point for the majority of taxonomical
procedures. The choice of the measure with which the degree of similarity of
structures in multidimensional space is determined is of major influence on the
results of grouping or organizing (Statystyczne metody... 1999). Usually the
measures of similarity of structures fulfill the function of the measures of the
distance of their partial indicators. Because of the specificity of the problems of
similarity of structures, that issue was a subject of numerous works. The
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review of the major methods for measurement of similarity of structures was
presented by ME.ODAK (2006).

In this paper the measure defined on the grounds of the theory of
information will be proposed that could be employed for determining the
degree of dissimilarity of structures. In the paper by (THEIL 1979) the expected
quantity of information contained in the message on transformation of the
probabilities p; (i = 1,2,...,n) into probabilities ¢; for n mutually excluding
events K, E,,..., E, is considered. Using that concept in the investigation of
structures the quantity of information on the degree of dissimilarity of
structures S?. and S7. can be determined. Let’s the structure S7 be expressed
by the vector of structure (or share) indicators [}, ¢7i,..., &}], and structure S7.
by the vector of indicators [}, ,..., "] satisfying the conditions of normaliz-
ation and unit sum. The expected quantity of information about transform-
ation of the structure S7. treated as the base one into the structure S7. is given
by the formula:

n. Q) =Y o ﬁ
ISy . S%) o log o (1)

The expected value of information given by the formula (1) satisfies the
following properties:

(@ I(S?: S) =0,if VE=12..n af = o

k
a,

(b) ot loga—k’ > 0 for of < o
12

®
o

(c) oflog a_’J‘f <0 for of > oy
l

) I(S?: SH > 0, if S7 # S»

The value I(S%: S?) informs about the degree of transformation between the
base structure S} and the structure S} that is the degree of similarity or
dissimilarity of structures S7? and S?. According to property (a) the expected
information value I(S? : S?) assumes the value equal to zero for two identical
structures S? = S? that is the structures for which each corresponding
indicator of = o} for every £ = 1,2,...,n. With appearance of increasing
differences between the structures S? and S7 the expected information value
I(S? : S?) is positive (property (d)) and increases to the infinity.

Measure I(S?: S?) does not satisfy the condition of symmetry, which means
that for different structures S7and S? the situation: I(S7: S? = 1(S%?: S}) occurs.
The measures used for testing the similarity of structures are the most often
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the measures representing the function of the distance between indicators of
structures, as a consequence of which they satisfy the property of symmetry.
There are however a few approaches that consider measures of similarity of
structures showing lack of symmetry. In the literature critical opinions
concerning the measures not satisfying the condition of symmetry can be
found (M%.ODAK 2006), but in the opinion of the author, in the studies on the
similarity of structures the situations exist in which it is useful to apply
measures of hat type. The conditions in which we accept that transformation of
the structure S7 into the structure S7 is not equivalent to the transformation
of the structure S?into the structure S7, that is in the situations when we treat
one of the structures as the base structure or when the cost or weight of
transformation is important can be the example. Moreover, use of the value of
the expected quantity of information can be useful for investigating transform-
ations of structures according to the dynamic approach.

Classification of the counties of Warminsko-Mazurskie
voivodship according to the structure of economic entities
according to the PKD sections

Counties and cities possessing the rights of counties in Warminsko-Mazur-
skie voivodship characterized by the number of entities of the national
economy according to the selected sections of the PKD as at the 31% of
December 2007 are elements of the set O. The X characteristic, which is the
number of entities of the national economy, consists of nine variants A,
(& = 1,...,9), resulting from belonging of those entities to the specific sections of
the Polish Classification of Business Activities (PKD).

The aim of the study is to determine the degree of dissimilarity between the
structures covered. One of the methods of such studies is the graphic method of
presenting the multidimensional data using the so-called symbolic graphs. The
solution allows presenting each structure in the form of a symbolic drawing
through which similarity of structures or individual properties of the struc-
tures can be identified. The star graphs are an example of symbolic graphs
drawing of which for each structure starts in point P, in which all the rays have
their beginning while maintaining identical angles between them (Statystyczne
metody... 1999). Each of the rays symbolizes one of the components of the
structure vector and the length of the ray is proportional to the value of the
k coordinate of the vector S? (¢ = 1,2,...,9) (Fig. 1). The symbolic graph offers
the possibility of the initial assessment of similarity of the structures inves-
tigated.
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braniewski  dziatdowski elblaski itawski nowomiejski ostrodzki m. Elblag
bartoszycki ketrzynski lidzbarski mragowski nidzicki olsztynski m. Olsztyn
L % 2 \ clockwise:
: agricultur, forestry, hunting
industry
szczycienski elcki gizycki goldapski construction

trade and repair services
hotels and restaurants

transport, warehousing and communication
% financial services

services for real properties
olecki piski wegorzewski others

Fig. 1. Star graphs for the investigated structures
Source: own work using the STATISTICA software package

With the data on the structures S}, S} (i, j = 1,2,...,21) available, the
expected information values I(S? : S7) were determined. In that way the
asymmetric matrix of dissimilarities of values I(S7: S?) assuming the structure
with indicator i recorded in line i for the base structure (Tab. 2). As a conse-
quence, the values recorded under the dissimilarities matrix diagonal are the
values of information of the structure S? into the structure S7, where i is the
indicator of the line corresponding to the structure S? and j the indicator of the
column corresponding to the structure S7. With the increase in the degree of
dissimilarity of structures the values of the expected quantity of information
I(S% : S?) increase. This confirms the hypothesis that the expected information
value can be used for assessment of dissimilarity of structures. In case of the
identical structures the measure I(S7 : S?) assumes the value of zero. Inves-
tigating the degree of dissimilarity of structures using the expected value of
information on the transformation of structures may apply to transformations
of dynamic character, i.e. where transformations of structures over time and
dissimilarities of structures in statistical categories are observed, when the
investigated structures are observed in an nmultidimensional space.

The matrix of dissimilarities offers the starting point in the conducted
clustering procedure. The structures describing the counties of Warminsko-
-Mazurskie voivodship considering the entities of the national economy accord-
ing to the PKD sections were classified according to the hierarchic method
assuming the distance of the most distant neighborhood for the base. In the
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method of the most distant neighborhood (complete connection, complete-link),
the clusters were identified on the base of the highest expected information value
I(S} : SP from among all the values for the structures belonging to the clusters
connected. Two classifications were made where in the first one the expected
information values recorded under the diagonal of the matrix of dissimilarities
were considered so that the structure S? was treated as the base one. The values
of I(S7 : S provide information on the transformation of the structure S7 into the
structure S?. The central agglomeration procedure was represented graphically in
Figure 2 in the form of the dendrogram (tree of connections) indicating the order
of connections between clusters. The hierarchy obtained allows presenting
individual classes and structures contained in them.

braniewski
wegorzewski
elblaski
dziatdowski
nidzicki
itawski
ostrodzki

|_

olsztynski
olecki
bartoszycki
ketrzynski
lidzbarski
etcki
mragowski
piski
gizycki

nowomiejski
szczycienski

“%Tw%wu

gotdapski
m. Elblag
0. Olsztyn
0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
distance

Fig. 2. Tree of connections in the hierarchic method with complete link on the base of the matrix of
dissimilarities (expected information values from under the matrix diagonal)
Source: own work using the STATISTICA software package.

The selected hierarchic method belongs to the basic methods of classi-
fication. The following are listed as the major advantages of that method
(Statystyczna analiza... 2009):

1. it functions according to one procedure,

2. the classification results are presented in the form of a sequence of
classification, which allows controlling the classification process,

3. the classification results can be presented in the graphic form.
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In the hierarchic methods, the rule of clustering is not clearly determined.
To solve that problem it is proposed to investigate the dendrogram as concerns
the differences in the distance between the consecutive nodes (Statystyczne
metody... 1999). Computing the threshold value determining the optimum
concentration in hierarchic methods is also proposed. The proposal presented
in the work (JABLONSKI, ROBASZEK 2000), where the threshold value is the sum
of the arithmetic average and two standard deviations from the minimum
values obtained from all the columns is also a popular approach. In this paper
that approach was assumed and the computed threshold value for all the
expected information was 0.0109. The results of the first classification are
presented in Table 3.

Table
Results of clustering using the hierarchic clustering procedure by means of complete linking method3
Cluster Counties belonging to the cluster

I dzialdowski, nidzicki, itawski, olsztynski, ostrédzki, olecki

II bartoszycki, ketrzynski, lidzbarski, etcki

111 mragowski, piski, gizycki

v m. Elblag, m. Olsztyn

\% braniewski, wegorzewski

VI szczycienski, goldapski

VII nowomiejski
VIII elblaski

Source: own work.

Each of the clusters contains the most uniform objects, i.e. counties of
Warminsko-Mazurskie voivodship similar in the structure of the entities of
national economy according to the PKD sections. Such division coupled with
the relatively low threshold value resulted in seven clusters with small
populations. There are also single element clusters because there are struc-
tures that are dissimilar to the others. Such a division results from specific
economic conditions in the counties covered.

On the base of the expected information values recorded above the diagonal
of the matrix of dissimilarities the next classification was prepared. In that
second classification the structure S”. was treated as the base structure and the
value I(S7?: S?) represented the quantity of information on the transformation
of the S7 structure into the S7 structure. The central agglomeration procedure
for that classification is presented graphically in figure 3 in the form of the tree
of connections indicating the order of connections between clusters. The
obtained hierarchy allows presenting individual clusters and structures con-
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tained in them at the assumed, as previously, threshold value indicating the
dissimilarity of structures at the level of 0.0109.

braniewski [
wegorzewski —

nowomiejski
szczycienski :l—'—l—

gotdapski
elblaski
dzialdowski
nidzicki

itawski
ostrodzki

olsztynski
olecki
bartoszycki
ketrzynski
lidzbarski
etcki
mragowski
piski
gizycki

m. Elblag
0. Olsztyn

L_ILIU \_I__[rl

0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
distance

Fig. 3. Tree of connections in the hierarchic method with complete link on the base of the matrix of
dissimilarities (expected information values from above the matrix diagonal)
Source: own work using the STATISTICA software package.

Both classifications were made according to the same methodology with the
same central procedure and the same threshold value but based on the
different expected information value. Despite the differences in the expected
information values (I(S%? : 8P # I(S7: S? for S? # S?) the same classification
result, that is cluster of the same composition were obtained (Fig. 3). This
means that the expected information value I(S? : S?) can be treated as the
measure of dissimilarity of structures and used as the starting point for the
classification procedure despite not maintaining the property of symmetry by
the measure proposed.

Conclusion

In the case of socio-economic issues there is a frequent need for identifying
transformations of structures over time and assessment of similarity or
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dissimilarity of structures of static nature. The paper presents the possibility
of using the expected quantity of information on the transformation of the base
structure S7into the structure S7? for identification of the degree of dissimilar-
ity of those structures. The methodology for assessment of the degree of
dissimilarity of structures proposed in this paper may expand the set of
taxonomical methods of multidimensional data analysis. Comparing struc-
tures from both the static and the dynamic perspective is not a new issue. The
methodology for assessment of dissimilarity of structures proposed in this
paper represents a modification of the measure defined on the grounds of the
theory of information. The expected information value I(S7? : S?) may also be
the starting point in the classification procedures and form the base for
determination of the clusters of the most similar structures. The example of
application of the methodology proposed presented in the paper indicates the
possibility of employing the methodology presented in studies on socio-econ-
omic phenomena.

Translated by JERzY GOZDEK
Accepted for print 6.01.2010
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